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Abstract - Now-a-days watermarking plays a pivotal role in
most of the industries for providing security to their own as
well as hired or leased data. This paper its main aim is to study
Spatial and Fractal watermarking algorithmsandalsochoosing
the effective and efficient one for improving the resistance in
data compression. In the Spatial domain method, there is no
costly transforms needed to be computed for watermark
embedding. The luminance values will be manipulated
directly. The fractal domain is to determine a set of contractive
transformation to approximate each block of the image with a
larger block. The composition of all these transformations has
the image as its fixed point. Starting with any image hence to
apply the composition of the transformations repeatedly and
get an approximation of the original image. For the
implementation, we have used minimum nine coordinate
positions. The watermarking algorithms to be taken for this
study are Bruyn algorithm and Langelaar algorithm. In all
graph, we have plotted X axis as peak signal to noise ratio
(PSNR) and y axis as Correlation with original watermark.
The threshold value a is set to 5. The result is smaller than the
threshold value then it is feasible, otherwise it is not.

ILINTRODUCTION

Digital watermarking is a method of embedding information
in an image in such a manner that it cannot be removed.
This watermark can be used for ownership protection, copy
control and authentication. A digital watermark is a secret
message that is embedded into a “cover message”. Only the
knowledge of a secret key allows us to extract the
watermark from the cover message. A digital watermark can
be visible or invisible.A digital watermarking is a method
that uses a secret key to select the locations where a
watermark is embedded.

IL.TYPES OF WATERMARKS

1) Visiblewatermarks are designed to be easily perceived
by the viewer, and clearly identify the owner; the
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watermark must not detract from the image content
itself.

Fragile watermarks are designed to be distorted or
"broken" under the slightest changes to the image.
Semi-fragile watermarks are designed to break under
all changes that exceed a user-specified threshold.
Robust watermarks withstand moderate to severe
signal processing attacks on an image.

Spatial watermarks are constructed in the image spatial
domain, and embedded directly into an image's pixel
data. Spectral (or transform-based) watermarks are
incorporated into an image's transform coefficients.
The spatial domain techniques directly modify the
intensities or color values of some selected pixels.

2)

3)

A.  Spatial Watermarkings

In the Spatial Domain algorithm, there is no costly
transforms have to be computed for watermark embedding.
There are three algorithms belongs to the category of spatial
watermarking we have taken for our study. They are Kutter
algorithm,Bruyndonckx Algorithm and Langelaar Algorithm.
We have taken three algorithms in the category of fractal
watermarking. They are bas algorithm, Puate Algorithm and
Davern.

1.Kutter Algorithm

Here, the host image is not needed for extracting the
watermark. The Watermark used here is a string of bits.
Two leading bits are added to the mark: 0 and 1 bit. These
two bits form a mini-template that will be used in the
extraction process. It manipulates the values of the blue
channel at single pixels. The pixels are visited in a zig-zag
path to get a sequence. Random site selection is used, but no
qualitative site selection is done.
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Fig 1 Watermark created by kutter

In the above figure, the strength of the watermark is
dependent on the luminance of the host image.

2.Bruyndonckx Algorithm

The host image is not needed for extracting the
watermark. It used a string of bits. It manipulates the
luminance of zones of pixies in pixel blocks of size n x m.

To embed a bit into a certain block three steps are needed.

They are

Classification: The pixels in the block are to be
divided into two zones of homogeneous luminance.
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The two blocks are a) blocks with hard or
progressive contrast and b) blocks with noise
contrast.

Subdivision: Grids are applied to the block to
divide the pixels into categories. A different grid is
used for pixels in zone one and two. The grids have
to remain secret, and are changed with every block.
Manipulation: To divide the pixels in the block into
5 sets: some pixels have been discarded, the rest
are either in zone one or two, and either in category
A or B. The pixels in zone one are less luminous
than those in zone two.

Fig. 2 Watermark created by bruyndonckx

3.Langelaar Algorithm

In this algorithm, the host image is not needed for extracting the watermark. The Watermark used is a string of bits. This
algorithm manipulates the luminance of pixels in 8 x 8 blocks. Random site selection is used, but no qualitative site selection

is done.

AJC

=

Halﬁ

o

mﬁiﬁﬁ

Fig. 3 Watermark created by Langelaar
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1.Fractal Domain Algorithms

This type of algorithm is to determine a set of contractive
transformation to approximate each block of the image with
a larger block. The composition of all the transformations
has the image as its fixed point. Starting with any image
hence to apply the composition of the transformations
repeatedly and get an approximation of the original image.

2.Bas Algorithm

Ideas from fractal coding are used in this algorithm, but
it also be classified as a spatial domain algorithm. It also
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mention a wavelet domain method of embedding. To detect
the host image is not needed to detect the watermark. The
image is manipulated to contain certain self-similarities.
Using this algorithm several points-of-interest are selected.
Each points defines a 4 x 4 block centered around the point
and 16 4 x 4 blocks, which form the domain pool.

To embed the watermark, for every point-of-interest the
domain block with the same relative position to the point-
of-interest is modified to be more similar to the range block
than any other domain block.

Fig. 4 Blocks defined by the Points-of-Interest.

The number of matching blocks found is a measure of the
probabilitythat the watermark is in the image.

3.Puate Algorithm
It is described as a steganographicalgorithm. Here the

watermark is encoded in the image format rather than the
image data. The host image is not needed to retrieve the

watermark. If the image is converted to a different format
(e.g. JPEG),the watermark cannot be retrieved. The
watermark is a string of bits. A bit is embedded in the
choice of transformation for a range block. The number of
range blocks is an upper bound for the number of bits that
can be embedded. The blocks are selected in pseudo random
order, the knowledge about this sequence forms a secret
key.

Fig.5 Dividing the domain pool

To embed the watermark, the domain pool D is divided into
two sets Doand Di. To embed a bit into a selected range
block ri, a matching domain block is found in Do to embed
a 0-bit, in D1 to embed a 1-bit. By effectively shrinking the
available domain pool to get less optimal matches, which
results in a loss of image quality.

4. Davern Algorithm

Here, there is no data to show whether the algorithm is
robust against attacks. The host image is not needed to
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retrieve the watermark. The watermark is a string of bits.
The user manually selects two non-overlapping square
regions of the image which will be called domain region
and range region. The exact position of these regions will
constitute part of the secret key needed to retrieve the
watermark. Blocks in the range region are modified to
embed a bit. These blocks may be of size 4 x 4,8 x 8 or 16
x 16. The number of such blocks is an upper bound for the
length of the watermark. The blocks are selected in pseudo
random order, this forms the second part of the secret key.
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a. Bruyn Algorithm
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In this algorithm  the original curve started in the lower
left comer of the graph. It is clearly understood that from
the 6% co-ordinate position, the curve started its peak at
right angled style 1.e 90°position.. The feature of the curve is
slightly to 2 vertical curve because the edges drawn in the
straight lines without any bends. Hence the curve view is
not like a smooth nommal distribution, because the tip
portion is very sharp in the curve (43,0.99). To reduce the
noise by making smoothening the curve, First to delete the
7% co-ordinate position i.e (45,0.99). Second to delete the
37 Coordinate position 1.e (33, 0.77).Then to extend the last
coordinate to meet in the X axis. Now the Curve makes
smoother and its resemblance looks like 2 parabolic curve.
In this stage the number of coordinates are Eight. The
number of process finished for transformation process is
three. So it does not exceed the threshold value a. It forms
a smooth normal distribution curve within the boundaries
and within the three steps.

b. Langelaar Algorithm

In this algorithm, the original curve started from the
upper left comer of the graph. It is clearly understood that
the original curve looks like the %% of the normal distribution
curve. First to delete the 3® co-ordinate position ie
(46.5,0.95). Now the transformation process needs one Y-
axis reflection i.e 180° rotation, and the change in position
of an object that has been reflected about the line x =0.

If needed we can extend the two edge coordinate
positions for getting more smoother. Now the Curve makes
smoother and its resemblance looks like 2 parabolic curve.
In this stage the number of coordinates are Nine. The
number of process finished for transformation process is
four. So it does not exceed the threshold value a. It forms a
smooth normal distribution curve within the boundaries and
within the three steps.
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Langelaar watermarking algorithm
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Fig.7 Langelaar watermarking algorithm

IV. COMPARISON BETWEEN BRUYN AND
LANGELAAR

The Bruyn algorithm, the curves started from the lower
left corner of the graph. But, in the Langelaar algorithm the
curve starts from the upper left corner of the graph. Here all

Using the Bruyn algorithm, it is formed a smooth normal
distribution curve within the boundaries. Its reliability
supportive ratio is 40%. So it is highly accepted. Next to
Bruyn algorithm, the Langelaaralgorithm its performance is
better.
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Fig. 9.After modification of Bruyn&Langelaar watermarking algorithm

V. CONCLUSION

In this paper it is clearly understood that noise is
unwanted thing for both text and images. This paper clearly
identifies that comparatively the effective and efficient

watermarking algorithm. The result displays that Bruyn
watermarking algorithm is better than any other algorithm
compared with Langelaar watermarking algorithm. As
compared the Bruyn watermarking algorithm and
Kutterwatermarking algorithm, the former its efficiency is
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better for some cases and the latter its effectiveness is better
for some cases. The main factor which influences to get the
efficiency is “environment”.
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